JST: Smart Systems and Devices
Volume 35, Issue 3, September 2025, 009-015

Multi-Task Learning for Age, Gender, and Emotion Recognition
on Edge Processing

Ha Xuan Nguyen'?*, An Dao?, Duc Quang Tran?, Tuan Minh Dang*3
!Hanoi University of Science and Technology, Ha Noi, Vietnam
2CMC Applied Technology Institute, CMC Corporation, Ha Noi, Vietnam
3CMC University, CMC Corporation, Ha Noi, Vietnam
*Corresponding author email: ha.nguyenxuan@hust.edu.vn

Abstract

In this work, a multi-task learning model for age, gender, and emotion recognition on edge processing is
developed. The multi-task model is based on the backbone of MobileNetV2 in which the three last layers are
customized to have three outputs for age, gender, and emotion. The model was trained and tested on a dataset
which is the combination of the well-known dataset, namely Internet Movie Database (IMDB) and our self-
collected dataset. The trained model is then optimized and quantized to be implemented on Neural Processing
Unit (NPU) of the chip RK3588 from Rockchip on Orange Pi plus hardware platform. Experimental evaluation
on several testcase was performed. It is known that the multi-task model outputs prediction accuracy as high
as single-task model while significantly reducing computational processing requirements. On Orange Pi
platform, the highest prediction accuracy for age, gender and emotion are 3.485 MAE, 98.281%, and 93.917%,
respectively. The computational performance reaches 285.7 frames per second as the highest. These results

have a high potential for many practical applications on edge devices.
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1. Introduction

The rapid development and advancement of deep
learning and computing hardware have shown many
advantages for the image processing problem. The age,
gender, and emotion recognition issue has received
much attention in recent years due to its very
high potential for practical applications in
customer-experiencing systems, public security
surveillance systems, modern conversational robots,
and electronic commercial transactions [1, 2].

The development of deep convolution neural
networks has shown many remarkable achievements in
predicting age, gender, and emotion both in accuracy
and robustness. However, the simultaneous execution
of three neural networks for the three recognition tasks
on a single computer which normally has very limited
hardware resources, would result in a computational
bottleneck for many real-time applications. A solution
to overcome this problem is the use of a single
multi-task network for all recognition tasks. The basis
idea of multi-task learning is parameter sharing among
recognition tasks. The multi-task model is trained with
data from three tasks simultaneously. The first layers
of the network are used to extract high level features
of the input data. Then, these features undergo several
convolution layers to extract low-level features before
putting into classification layers for each specific task.
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The use of multi-task architecture has advantages
of computational efficiency and hardware utilization in
comparison to the use of independent neural networks
for each task. Furthermore, the accuracy of the
multi-task model would not be reduced even in some
cases higher than that of single-task model. In fact, if
the recognition tasks are significantly related, the
representation of these tasks will be quite like each
other. Thus, the computation of all single
representations can be combined within one network
only. For example, in our case, the age, gender, and
emotion predictions have similar characteristics that
they use low-level facial features for classification.
These features can be shared among the three
recognition tasks in a multi-task model. The multi-task
model would even outperform the single-task model
since it can exploit knowledge sharing among the
different tasks. Although multi-task learning has many
advantages, it is still a holistic research topic focusing
on the improvement of recognition accuracy and
computational efficiency [3].

There have been several investigations related to
multi-task learning using facial features [3, 9]. In [4],
Sang et al, have introduced a multi-task learning
scheme for age, smile, and emotion recognition. The
model consists of a single convolution neural network
with three branches in the output that produce
predictions of age, smile, and emotion. The model is
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compared with the best single-task one. In a similar
approach, Vu et al. [5] have proposed a multi-task
network for age and gender prediction. In another
approach [6, 7], the authors determine the relationship
between recognition tasks and choose one task as the
main task. They trained the network for this task and
then made its features available to the networks of the
other tasks. Although this task has the advantage of
reducing effort to prepare training dataset, it would
also be not a general case since it prevents tasks
learning from each other. A better approach is to build
a joint training network for all tasks and use a
combined loss function for the prediction of each task
in the last layers [3, 8, 9].

It is known that multi-task learning would be a
good approach for problems with multi-task which
corelate together. The development of a multi-task
model which has high accuracy as well as
computational efficiency is an urgent topic. Thus, in
this work, a multi-task learning model for age, gender,
and emotion recognition is developed. The multi-task
model is based on the backbone of MobileNetV2 [10]
in which the three last layers are customized to have
three outputs for age, gender, and emotion. The model
was trained and tested on a dataset which is the
combination of the well-known dataset, namely
Internet Movie Database (IMDB) [11, 12] and our self-
collected dataset. The trained model is then optimized
and quantized to be implemented on Neural Processing
Unit (NPU) of the chip RK3588 from Rockchip [13]
on Orange Pi plus hardware platform [14].
Experimental evaluation on several testcase is
performed. The model’s accuracy and computational
efficiency will be thoroughly evaluated and analyzed.
The contribution of this work is a new combined model

[ 3x3 Conv2d

[ Inverted residual block ]

[ Inverted residual block ]

v

[ 1x1 Convad

v

[ Average Pooling, Flatten

7 blocks

v

‘ Age ’ ‘ Gender ’ ‘ Emotion ’

(a)

for recognizing simultaneously age, gender, and
emotion. Our model is not only computationally
efficient, but also accurate and robust since it is trained
by a diverse dataset.

2. Multi-Task Learning Architecture and Transfer
Learning Process

The purpose of multi-task learning is hard
parameter sharing in which all convolution layers are
shared among the tasks with the target to minimize the
processing time and the required hardware utilization.
Our proposed network architecture is shown in Fig. 1,
which is based on the backbone of MobileNetV2 [10].

It is known that the MobileNetV2 has a very
lightweight structure while remaining sufficient
accuracy. Thus, this network architecture would
ensure computational efficiency when deploying
on-edge devices with limited hardware resources.
Detailed information of the backbone is listed in
Table 1. The input size is 112 X 112 pixels. The
convolution layers are defined by the filter size, for
example 3 X 3, the type (conv2D or Inverted Residual
Block (IRB)) and number of the feature naps. The first
convolution layer (convl) is used to extract high-level
features from input images. After that, high-level
features will undergo seven blocks to extract low-level
features. Each block has depth-wise separable
convolution and residual connections. Instead of
bottlenecks architecture, each block of MobileNetV2
is designed to have an expansion in the middle using
IRB. Consequently, feature maps are put into
a pooling layer to extract important features
x € R™1792 pefore putting into the classification for
each recognition task.
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Fig. 1. Multi-task CNN architecture of the proposed system: a) MobileNetV2 backbone (left), b) customized

MobileNetV2 (right)
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Finally, features are put into a fully connected
layer to predict the result for each task. In addition, for
the task of age predictions, the activation function
ReLU is used to ensure that the age has always a
positive value.

With the purpose of deploying the model on edge
devices, some layers of the model may be modified to
operate accurately and efficiently-computationally. In
this work, a hardware platform, Orange Pi plus [14], is
used. The platform has an artificial intelligent chip
from Rockchip company. To successfully deploy the
model on chip, we have to use the toolkit Rockchip
Neural Network (RKNN) [15] of Rockchip for the
model conversion and optimization. The chip has
Central Processing Unit (CPU), Graphics Processing
Unit (GPU) and Neural Processing Unit (NPU). It is

known that some neural layers of the model cannot be
run on NPU. In this case, the calculation of these layers
is implemented by CPU. The switching data between
CPU and NPU for the calculation will slow down the
processing. In other cases, although the neural layers
can be run on NPU, the computation can be inefficient.

For these reasons, we must customize the model
so that it can be implemented on NPU efficiently. A
customized version of MobileNetV2 backbone is
proposed as illustrated in Fig. 1b and listed in Table 1.
Compared to the original MobileNetV2, we replaced
the pooling layer by two convolution layers. This
replacement is empirically done by deep
understanding the computational architecture of the
chip and its corresponding toolkits.

Table 1. Architecture of the multi-task learning network based on MobileNetV2

MobileNetV2

Layer MobileNetV2 customized Output
input 112x 112 x 3 nx112x 112 x 3
convl 3 x 3 Conv2D,48 n X 56 X 56 X 48
block1 (IRB,24) x 1 nx56x56x 24
block2 (IRB,32) x 2 n X 28 x 28 x 32
block3 (IRB,48) x 3 nx 14 x 14 x 48
block4 (IRB,88) x 4 nx7x7x88
block5 (IRB,136) x 3 nx7x7x136
block6 (IRB,224) x 3 nXxX4x4x224
block7 (IRB,448) x 1 n X4 x4 x448
Conv2 1x 1 Conv2D,1792 nx4x4x1792
Pre task Pooling 1792 3 x 3 Conv2D, 1024 nx1x1x1792

1x 1 Conv2D,1024
Flatten nx 1792
Age head Linear(1792,1) nx1
ReLU
Gender head Linear(1792,1) nx1
Sigmoid

Emotion head Linear (1792, 3) nx3

Note: IRB stands for Inverted Residuals Block; n stands for batch size
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Fig. 2. Description of loss function in the training process

The loss function for the multi-task learning
process is weighted loss which is defined as follows:

Lrotar = @1Llage + @2Lgendger + @3Lgmotion (1)
where:
Lyge is Huber loss [16],
L¢ender 18 Binary Cross Entropy loss,
Lgmotion 18 Cross Entropy loss,

a,a,, and a; are weights which are empirically
chosen to 0.08,0.95, and 0.85 respectively. Detailed
descriptions of the loss function are depicted in Fig. 2.

For the training and testing processes, the dataset
IMDB-clean [11, 12] is used. In addition, we diversify
the dataset by adding our self-collected dataset.
Statistics of the dataset are listed in Table 2. Since the
IMDB-clean dataset has only labels for age prediction
and gender classification, we add the emotion label for
the dataset. To make the emotion label, we first use the
model EfficientNetBO [17] for coarse label and then
we post-check manually. Fig. 3 shows examples of the
used dataset.

Table 2. Statistics of the testing and training datasets

Purpose From Our self-collected
P IMDB-clean
Training 183879 images 108265 images
Validation 45970 images 10774 images
Testing 56086 images 0

Based on the dataset and the proposed backbone,
the model was trained from scratch using Nvidia GPU

12

Tesla V100-PCIE. We use a batch size of 1024 and
perform 50 epoch. During the training process, data
augmentation techniques like random horizontal flip,
random affine, color jitter, random erasing, and
random grayscale are applied.

The trained model is saved to Open Neural
Network Exchange (ONNX) format and is then
converted to Rockchip Neural Network (RKNN)
format using RKNN toolkit of Rockchip. Fig. 4 shows
the whole training and converting process. The
conversion process is not only the format but also the
data type. In this work, the data type INT 8 is used for
better computational performance.

-a
d

Age 30, Female, Neutral Age 26, Male, Positive

Age 57, Male, Negative ~ Age 9, Female, Neutral

Fig. 3. Illustration of images in the dataset. Each image
is labeled by its corresponding age, gender and
emotion
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3. Results and Discussion

To evaluate the quality of the model, we
implemented several testcases based on the testing and
validation dataset as listed in Table 2. We introduce
test cases as follows:

- Test case 1: We compare the accuracy of the
trained models including the MobileNetV2 and
the customized MobileNetV2 with the Resnet50.
The accuracy of prediction of age, gender, and
emotion are compared. The datatype is set to
floating point 32 bits. The computation was
carried out on the Nvidia GPU Tesla
V100-PCIE. The evaluations were based on
65744 images including 45970 images of the
validation of IMDB and 10774 images of our
self-collected dataset.

- Test case 2: We evaluate the accuracy of the
customized MobileNetV2 implemented on
Orange Pi 5 platform. The model was quantized
to the data type INT 8 and converted to the
corresponding format of the hardware using
RKNN toolkit. We change the evaluating dataset
in three cases as listed in Table 4.

TP+TN

————x100%
TP+FP+TN+FN

Acc =

2
®)

For gender and emotion prediction we use the
accuracy metrics, which are calculated according to
(2), where TP,TN,FP,FN are denoted for true
positive, true negative, false positive, and false
negative, respectively. For the age prediction the
metric Mean Absolute Error (MAE), which is defined
by (3), is used, where x is the numerical value from
the actual values, and y is the corresponding numerical
value from the predicted values for a total of number
of predictions.

1
MAE =132 1x - i

The results of test case 1 are shown in Table 3.
It is seen that, compared to the Resnet50, the
MobileNetV2 and customized MobileNetV2 have a
slightly ~ higher  accuracy. @ The  customized
MobileNetV2 has two advantages. On the one hand, it
outperforms others. On the other hand, its backbone is
suitable for running on the NPU of Rockchip.

Table 3. Comparison of model’s accuracy on
test case 1

- Test case 3: We compare the accuracy of Backbone  Data Age Gender Emotion
models with the aspect of single task, dual task, type (MAE) (Acc., %) (Acc., %)
and three task learning. The data type is set to
. . . Resnet50 FP32 4.111 98.251 93.277
floating point 32 bit.
- Test case 4: We evaluate the computational MobileNetV2  FP32 3.338 98.214 94.531
efficiency of the developed models on the orange
Pi hardware platform. The utilization of the MobileNetV2  FP32 3.216 98.351 94.959
hardware and computational performance on customized
each model are compared.
Table 4. Comparison of model’s accuracy on test case 2
Case Dataset (No. of images) Data type Age Gender Emotion
(MAE) (Acc., %)  (Acc., %)
1 45.970 of the validation of IMDB and INTS8 3.485 98.281 93.917
10.774 of the validation of ours
2 10.774 of the validation of ours INTS 3.535 96.937 92.414
3 56.086 of the testing of IMDB INTS8 5.099 98.789 89.794
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Table 4 shows the results of the customized
MobileNetV2 in which the model was converted to
RKNN format and has data type of INTS. All
implementation was carried out on NPU of Rockchip of
orange Pi platform. The accuracy of the model on three
cases of evaluating dataset are considered. The
evaluation on dataset of case 1 has highest accuracy
while the one with case 3 has lowest accuracy. It is
inferred that the testing dataset of IMDB is most
challenging. The validation dataset of IMDB is less
challenging. Our self-collected dataset is a little bit more
challenging than the validation of IMDB which results
in a slight reduction of accuracy in case 2. In general, all
cases have quite good accuracy.

In test case 3, comparison of the model’s accuracy
with single task and multi-task learning is shown in
Table 5. Model MobileNetV2 and customized
MobileNetV2 are compared. It is seen that with the
same  model, single task learning, and
multi-task learning has a very small discrepancy in
accuracy. Thus, the use of multi-task learning has an
advantage of computational efficiency while remaining
accuracy as high as in the single task learning.

Comparison of hardware utilization and computational
performance of developed models is shown in Table 6.
The evaluation was performed on orange Pi platform
equipped with Rockchip RK3588 8-core 64bit
processor, quad-core A76+quad-core A55, 16GB Ram
LPDDR4, embedded NPU supports
INT4/INT8/INT16/FP16 mixed computing, with up to
6Tops of computing power. The utilization of CPU,
NPU and processing performance Frame per Second
(FPS) are calculated. It is seen that with the multi-task
models the utilization of CPU and NPU is less than 3
single-task models which are executed simultaneously.
Especially, the use of NPU of customized MobileNetV2
is three times less than that of single-task models. Also,
the computational is the highest, which reaches 285.7
FPS, while the single-task model has only 232.2 FPS.
Even in the worst case, if the single-task model is
executed in sequency, it has very low performance with
an FPS of 106.5. These results confirm the efficiency of
the multi-task approach.

Table 5. Comparison of model’s accuracy on test case 3

Checkpoint Backbone Params Image size Age Gender Emotion
(MAE) (Acc., %) (Acc., %)
Age MobileNetV2 4.3M 112 5.026 - -
Gender MobileNetV2 4.3M 112 - 98.61 -
Emotion MobileNetV2 4.3M 112 - - 90.83
Age and gender MobileNetV2 4.3M 112 5.021 98.74 -
Age and emotion MobileNetV2 4.3M 112 5.024 - 89.59
Gender and emotion ~ MobileNetV2 4.3M 112 - 98.76 89.61
Age, gender, emotion ~ MobileNetV2 4.3M 112 5.022 98.88 89.88
Age, gender, emotion  MobileNetV2 4.3M 112 5013 0886 29,72

customized

Table 6. Hardware utilization and computational performance of developed models

Type of Model CPU (%) NPU (kB) Performance (FPS)
Multi-task MobileNetV2 2.69 7478 256.4
Multi-task customized MobileNetV2 1.92 7735 285.7
3 single-task models simultaneous execution 3.92 20455 232.6
3 single-task models in sequential execution 1.11 6934 106.5
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4. Conclusions and Outlook

In this work, a multi-task learning model for age,
gender, and emotion predictions has been successfully
developed. The use of multi-task model has an
advantage of computational efficiency while
remaining the accuracy as high as in single-task model.
This allows us to deploy model on edge devices which
have very limited hardware resources.

In the future, the system will be extended in some
directions. The use of the Orange Pi plus has
demonstrated that it has a high potential for use as an
edge processing device. Thus, a thorough evaluation of
the device in the concept of hybrid edge-central
computing should be investigated.
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