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Abstract 

Spam calls and malicious Uniform Resource Locators (URLs) have become major concerns for Internet users. 
Phishing, spam, and drive-by-download attacks can be initiated by malicious URLs, while normal users may 
experience irritation from spam calls. To tackle the aforementioned issues, we provide VNeSafe, a machine 
learning-assisted system, in this paper. By leveraging user feedback, VNeSafe may identify a phone number 
that is spam. Particularly, it keeps track of how many times a phone subscriber has been reported as spam. 
When such a number is over a predetermined threshold, VNeSafe automatically adds the phone number to a 
blacklist and blocks it. Furthermore, VNeSafe uses a natural language processing technique named TF-IDF 
in order to extract good features from a URL. The Random Forest algorithm then makes use of these features 
to determine whether the URL is malicious or not. Our empirical research has demonstrated that Random 
Forest can offer a real-time detection with an F1-score of 0.9298. This algorithm is ready to be deployed in 
VNeSafe and used on a general mobile device. 

Keywords: VNeSafe, malicious URL, spam call, Random Forest. 

 
1. Introduction1 

Mobile devices have many of the capabilities of a 
traditional PC, as well as a wide range of connectivity 
options such as 4G, IEEE 802.11, Bluetooth, and NFC. 
The past decade has witnessed a widespread adoption of 
mobile devices. According to the Ministry of Information 
and Communications (MIC), by the end of 2021, 
Vietnam had 91.3 million subscribers, accounting for 
73.5% of the country's adults [1]. 

Mobile users cannot be immune to cyberattacks. 
The most common types of attacks that a user may 
encounter are malicious Uniform Resource Locators 
(URLs) and spam calls. It has been observed that 39% of 
URLs are malicious [2]. Malicious URLs can be used to 
instantiate drive-by-download, phishing, and spam. A 
common practice is to detect malicious URLs by using a 
blacklist. Although the blacklisting method has a low 
false positive rate (FPR), it suffers when dealing with 
newly generated URLs. Besides, adversaries can utilize 
URL shortening services or fast flux to bypass the 
blacklist. 

Machine Learning (ML) has emerged as a 
transformative force capable of solving a wide range of 
real-world problems. Machine learning enables 
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computers to gain insights into a URL in order to extract 
relevant features, which are then used to determine 
whether the URL is malicious or not. The features can be 
either lexical or host-based [3]. The lexical features are 
obtained with the aid of Natural Language Processing 
(NLP) techniques such as Term Frequency - Inverse 
Document Frequency (TF-IDF) and Bag of Words 
(BoW) and Word2Vec. 

Companies, on the other hand, are increasingly 
using phone calls to interact with their customers. Mobile 
marketing has evolved into an effective business tool. 
However, misuse of this medium can result in the 
proliferation of spam calls, potentially causing 
inconvenience to legitimate users. The Vietnamese 
government issued the 91/2020/ND-CP decree [4], which 
prohibits the transmission of advertising calls to users 
who have not given prior consent. The MIC organized, 
developed, and published a list of phone numbers that 
distribute spam on its official portal. As of April 1st, 
2023, Vietnam telecom providers were required to 
deactivate phone numbers with incorrect or missing 
owner identity information. Despite the blocking of two 
million mobile numbers, many people reported that the 
amount of spam calls they received had not decreased [5]. 
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In this paper, we present a system, called 
VNeSafe, that is able to detect malicious URL and 
spam calls. Particularly, VNeSafe processes the 
incoming calls and informs the mobile devices about 
the span nature of the calls based on past user 
feedback. The system also has the capability of 
leveraging machine learning techniques in detecting 
malicious URLs with an accuracy of 93%. VNeSafe is 
lightweight as it takes 0.05 milliseconds to process a 
single URL. Hence, it is amenable to immediate 
applications. 

The remainder of this paper is organized as 
follows: Section 2 introduces the general architecture 
of VNeSafe. Section 3 details the application of 
machine learning for detecting malicious URLs. The 
experiment results are discussed in Section 4.                 
Section 5 is dedicated to conclusions and future work. 

2. VNeSafe 

The general architecture of the VNeSafe system 
is illustrated in Fig. 1. The system includes (1) an 
application that is installed on mobile devices, and (2) 
a cloud-based service that manages lists of machine 
learning models, malicious URLs, and spam phone 
numbers. 

VNeSafe is capable of blocking spam calls. Spam 
calls, in particular, are detected using a set of valid and 
invalid signatures. These signatures would inform 
mobile devices about which calls should be blocked. 
This is a direct method of quarantining calls in which 
users specify a set of phone numbers from which they 
would like to see all calls encoded in blacklists blocked 
and another set of phone numbers from which they are  

 

 

always ready to receive calls encoded in whitelists. 
Whitelists are only stored on mobile devices to protect 
user privacy, while blacklists are stored in the 
VNeSafe cloud system. 

Whitelists can be customized, which means that 
each user can specify his or her own valid phone 
numbers. Blacklists can be created using two different 
sources of data. The first can be obtained through 
reliable database on the Internet. For example, 
fraudulent international phone numbers that users 
should be wary of include +224, +231, +232, +247, 
+252, +375, +381, etc. The second source is generated 
directly by user feedback. When a user receives a spam 
call, he sends a spam feedback message to the 
VNeSafe cloud system, indicating that the current call 
was a spam call. It should be noted that the definition 
of a spam call is subjective to the user. VNeSafe counts 
the number of times a phone subscriber has been 
reported as spam. When this number reaches a certain 
threshold, the phone number associated with it is 
added to the blacklist. 

Users can use VNeSafe to check if a URL is 
malicious. When a user receives an unusual URL, he 
or she can submit it to the VNeSafe system. The 
popularity of URL shortening services, which take a 
long URL as input and produce a short URL as output, 
makes detecting malicious URLs difficult. VNeSafe 
overcomes this difficulty by viewing URLs in a 
sandbox to acquire the true URLs. The URLs are then 
fed into a machine learning model on the VNeSafe 
cloud platform, which determines whether they are 
harmful or not. The classification results are returned 
to alert the users. The following section goes into 
greater detail about the machine learning model.  

VNeSafe Cloud Platform
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Spam Filtering
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Detection
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Fig. 1. General architecture of VNeSafe. 



  
JST: Smart Systems and Devices 

Volume 34, Issue 2, May 2024, 010-017 

12 

               
Fig. 2. Examples of the functionalities of VNeSafe 

 

 We emphasize that in this case, the use of 
machine learning has no effect on the overall 
performance of the device on which the VNeSafe 
application is installed. Machine learning models are 
trained on a dataset that contains both legitimate and 
malicious URLs. The legitimate URLs come from 
Cloudflare's Top 10,000 [6], whereas the malicious 
URLs come from PhishTank [7] and Github [16]. The 
model is trained on the VNeSafe cloud. 

Other general features of VNeSafe include user 
verification, analytics dashboard, and push 
notifications. User verification can be accomplished 
through the use of a username/password, biometric 
data, and a one-time password. Analytics dashboard 
shows the number of calls received by the user as well 
as the number of calls blocked by his device. Push 
notifications are small pop-up messages that appear 
when an incoming call is suspected of being spam. 
Examples of these features are depicted in Fig. 2. 

3. NLP-Based Malicious URL Detection 

This section is dedicated to an in-depth analysis 
of the proposed malicious URL detection mechanism 
using NLP. The proposed approach contains two main 
modules: feature extraction and classification. The 
former considers a URL as input and extracts statistical 
and semantic features for the further module, while the 
latter analyses these features using ensemble 
algorithms such as Random Forest [8], Adaboost [9] 
and XGBoost [10]. The objective is to classify the 
URL as normal or malicious. Nowadays, with the rapid 
development of GPU (Graphics Processing Unit) and 
TPU (Tensor Processing Unit), many Deep Learning 

architectures are designed for text processing such as 
Transformer, DistilBERT, SecureBERT and so on 
[11]. However, these architectures demand a large 
amount of processing time, so it is not appropriate for 
VNeSafe, which requires real-time responses. 
Although the proposed URL phishing detection 
mechanism considers a lightweight solution with NLP 
techniques and ML algorithms, it can achieve good 
performance and require an appropriate processing 
time. The detail description related to this approach is 
illustrated in Fig. 1. 

3.1. Feature Extraction 

There are three common NLP techniques: BoW, 
TF-IDF and Word2Vec.  

TF-IDF [12] is a statistical algorithm that 
illustrates how important a term is in a document 
compared to other documents in a collection of 
documents. TF-IDF is a multiplication of two 
parameters: Term Frequency (TF) and Inverse 
Document Frequency (IDF). The former describes 
how a word appears in a document, while the latter 
depicts how uncommon a word is in the collection of 
documents. In malicious URLs, there are many 
uncommon terms. Using TF-IDF can learn the 
statistical features related to the URLs in order to 
categorize them effectively. In URL phishing 
detection, URLs are split into different short parts by 
delimiter “/”.  Each part is considered a word, a URL 
is considered as a document, and a URL dataset is 
considered a collection of documents. The collection 
in TF-IDF is illustrated in Fig. 3. 
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Fig. 3. The collection of documents in TF-IDF. 

 

TF-IDF of term t in URL d is depicted as 
following: 

 𝑇𝑇𝑇𝑇-𝐼𝐼𝐼𝐼𝑇𝑇(𝑡𝑡,𝑑𝑑) = 𝑇𝑇𝑇𝑇(𝑡𝑡,𝑑𝑑) × 𝐼𝐼𝐼𝐼𝑇𝑇(𝑡𝑡) (1) 

where 𝑇𝑇𝑇𝑇(𝑡𝑡,𝑑𝑑) is the number of times term t appears 
in URL d, and IDF of term t is as follows: 

 𝐼𝐼𝐼𝐼𝑇𝑇(𝑡𝑡,𝑑𝑑) = 𝑙𝑙𝑙𝑙𝑙𝑙[𝑁𝑁/𝑑𝑑𝑑𝑑𝑡𝑡] (2) 

where N is the total URLs in the dataset, and dft is the 
number of URLs containing the term t. 

BoW [13] is the simplest word-embedding 
technique which converts a sentence to a bag of word 
vectors. In the context of URL phishing detection, a 
URL is considered as a sentence which contains terms 
separated by “/”. The URL is converted to a binary 
vector, and the length of the vector is the total number 
of terms. 

Word2Vec [14] is a kind of word-embedding 
technique that represents vocabulary and enables the 
acquisition of word semantics, context, and its 
relationship. A word is considered as a term separated 
by “/” in URLs. TF-IDF and BoW learn the statistical 
features of a term in URL, while Word2Vec learns the 
context between consecutive terms. Word2Vec has 
two kinds of models: continuous bag-of-words (BOW) 
and continuous skip-grams. The first model predicts a 
term based on surrounding terms in URLs, while the 
second one considers a term and predicts the context 
of this term (other terms before and after this term). In 
URL phishing detection, the objective is to extract the 
semantics of consecutive terms, so we consider the 
skip-grams model. 

3.2. Classification 

After extracting features with NLP techniques, 
these features are analyzed in the classification module 
with ML algorithms. In VNeSafe, URL classification 
needs to achieve good performance and a low false 
prediction rate. If a normal URL is categorized as a 
malicious URL, VNeSafe will prevent this URL from 
doing illegal activities such as Distributed               
Denial-of-Service attack, data stealing, and so forth. 
However, it is a false alarm, influencing the perception 
of mobile users. Therefore, VNeSafe considers 
ensemble learning techniques in malicious URL 
classification detection in order to reduce false alarms. 
Ensemble learning method is an approach which 
generates many models and combines them to obtain 
improved results. There are two common approaches 

in ensemble learning: bagging and boosting [15]. The 
first approach trains the models on different subsets of 
the dataset and averages these models (e.g., using 
majority vote, etc.) to get the results, while the second 
one combines a set of weak learners into a strong one 
learner to minimize the error. 

In the bagging approach, Random Forest (RF) 
algorithm [8] is taken into account. This algorithm is a 
classifier which creates many decision trees on 
different subsets of the dataset and takes average to 
enhance the classification results. The higher the 
number of trees, the higher the accuracy. Besides, a 
high number of trees can prevent overfitting problems. 
In the beginning, the URL dataset is divided into 
different subsets. Then, each subset is trained 
separately to create a corresponding decision tree. 
After obtaining results from these decision trees, the 
results are analyzed in the majority vote algorithm, 
which finds a majority result among results. Then, the 
majority result is assigned to the final result of RF. For 
example, if four out of five trees classify a URL as a 
normal URL, it will be assigned to normal. The details 
of the RF algorithm is shown in Fig. 4. 

 

 
Fig. 4. Random Forest algorithm. 

 

As for boosting approach, Adaboost [9] and 
XGBoost [10] are implemented for classifying URLs. 
Adaboost stands for adaptive boosting algorithm 
which was the first practical boosting algorithm.  
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Unlike the bagging approaches which train decision 
trees in parallel, Adaboost trains decision trees 
sequentially. Concretely, the next decision tree is 
influenced by the previous tree. If the URLs are 
classified incorrectly in the previous decision tree, the 
weight of these URLs is increased in the next tree so 
that the next tree puts a special focus on them. 
Regarding the XGBoost, it is gradient boosting 
algorithm which uses accurate approximations to 
obtain the optimal tree model. Compared to Adaboost, 
XGBoost contains several benefits: parallelized tree 
building, tree pruning using Deep-First Search 
approach, cache awareness and regularization for 
preventing overfitting problem [10]. The details of 
Adaboost and XGBoost are depicted in Fig. 5. 

 

Fig. 5. Adaboost/XGBoost algorithm. 

3. Experimental Results  

This section is dedicated to explaining the 
experimental setup containing performance metrics 
and benchmarks. 

3.1. Dataset 

To evaluate the performance of the proposed 
approach and benchmarks, we use a synthesis dataset 
which is collected from Cloudflare [6], PhishTank [7] 
and Github [16]. The dataset contains 48,009 samples 
for normal URLs and 47,904 samples for malicious 
URLs. Each sample contains URLs and corresponding 
labels. The dataset is divided into two parts for training 
and testing with the ratio 80:20. 

3.2. Experimental Setups 

The malicious URL detection mechanism and 
benchmarks are evaluated using Precision, Recall, and 
F1-score. Precision is the percentage of retrieved 
URLs in a class, while recall is the percentage of 
retrieved URLs in relevant classes. F1-score combines 
precision and recall using a harmonic mean function. 
These parameters are calculated based on True 
Positive (TP), False Positive (FP), True Negative (TN) 
and False Negative (FN), are described in following 
expressions: 

Training Data

...

Majority Voting

Output

Tree-1
Tree-2

Tree-3
Tree-n

Table 1.  Performance analysis of different ML algorithms and NLP techniques. 

Method Precision Recall F1-score Training Time 
(seconds) 

Evaluation Time 
(milliseconds) 

BOW + Native Bayes 0.9039 0.9001 0.8993 0.4012 0.0052 

BOW + Decision Tree 0.9272 0.9269 0.9266 9.5361 0.1243 

BOW + RF 0.9319 0.9318 0.9316 5.0120 0.0650 

BOW + Logistic Regression 0.9223 0.9223 0.9222 3.5137 0.0460 

BOW + AdaBoost 0.9185 0.9162 0.9163 260.59 0.0362 

BOW + XGBoost 0.9213 0.9213 0.9213 175.77 0.0011 

TF-IDF + Native Bayes 0.9039 0.9026 0.9022 0.0707 0.0009 

TF-IDF + Decision Tree 0.9273 0.9272 0.9270 9.7156 0.1266 

TF-IDF + RF 0.9298 0.9299 0.9298 3.9489 0.0515 

TF-IDF + Logistic Regression 0.9233 0.9234 0.9233 3.3598 0.0437 

TF-IDF + AdaBoost 0.9249 0.9249 0.9249 239.25 0.0333 

TF-IDF + XGBoost 0.9237 0.9236 0.9236 169.65 0.0084 

Word2Vec + Native Bayes 0.6089 0.6028 0.5962 0.4359 0.0057 

Word2Vec + Decision Tree 0.5073 0.5073 0.5064 35.851 0.4672 

Word2Vec + RF 0.4938 0.4938 0.4933 16.096 0.2098 
Word2Vec + Logistic 
Regression 0.8321 0.8017 0.7978 2.6910 0.0350 

Word2Vec + AdaBoost 0.8416 0.8248 0.8225 463.47 0.1366 

Word2Vec + XGBoost 0.8302 0.8138 0.8114 323.66 0.0034 
 

 

 



  
JST: Smart Systems and Devices 

Volume 34, Issue 2, May 2024, 010-017 

15 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑙𝑙𝑃𝑃 = 𝑇𝑇𝑃𝑃/(𝑇𝑇𝑃𝑃 + 𝑇𝑇𝑃𝑃) (3) 

𝑅𝑅𝑃𝑃𝑃𝑃𝑅𝑅𝑙𝑙𝑙𝑙 = 𝑇𝑇𝑃𝑃/(𝑇𝑇𝑃𝑃 + 𝑇𝑇𝑁𝑁) (4) 

𝑇𝑇1-𝑃𝑃𝑃𝑃𝑙𝑙𝑃𝑃𝑃𝑃 = 2/(1/𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑙𝑙𝑃𝑃 + 1/𝑅𝑅𝑃𝑃𝑃𝑃𝑅𝑅𝑙𝑙𝑙𝑙) (5) 

In this paper, we consider several ML algorithms 
containing Naive Bayes, Decision Tree, and Logistic 
Regression. Besides, the implementation of the 
proposed approach and benchmarks are written in 
Python and scikit-learn library. The experiments are 
implemented on a computer with Intel(R) Core            
i5-13400F @ 4.6 GHz, 64GB of RAM, NVIDIA 
GeForce RTX 3080 10GB, and Ubuntu 20.04. The 
source code is available upon request. 

3.3. Performance Analysis 

The performance of the malicious URL detection 
mechanism is evaluated with benchmarks with various 
NLP techniques and ML algorithms. The performance 
of these algorithms is depicted in Table 1. The 
performance with Word2Vec is the lowest in three 
considered NLP techniques, achieving F1-score from 
approximately 0.5 to over 0.82. Besides, TF-IDF and 
BoW can obtain better performance compared to 
Word2Vec, varying from 0.92 to 0.93. The reason is 
that TF-IDF and BoW use statistical features while 
Word2Vec uses semantic features. The malicious 
URLs contain many terms which do not have any 
meanings. Therefore, learning the semantic features is 
not effective. Moreover, in malicious URLs, there are 
many uncommon terms, so learning the statistical 
features can obtain better results in comparison with 
learning the semantic features. In TF-IDF and BoW, 

there is no significant difference between ensemble 
learning algorithms (RF, AdaBoost and XGBoost) and 
other ML algorithms (Logistic Regression, Naive 
Bayes, and Decision Tree). However, the F1-score of 
RF is slightly higher than the figure for other learning 
algorithms. BoW + RF can achieve 0.9316 of F1-score 
while TF-IDF + RF obtains 0.9298. 

Although achieving better results than other ML 
algorithms, ensemble learning algorithms demand 
higher training and testing time. The training time of 
Adaboost, and XGBoost is the highest, ranging from 
160 to 462 seconds. In contrast, the training time of RF 
is lower with a few seconds. A remarkable feature of 
Table 1 is that the performance of the testing time of 
considered algorithms is extremely small. BoW + RF 
only requires 0.065 milliseconds, while TF-IDF + RF 
demands 0.0515 milliseconds. The testing time is 
appropriate, so VNeSafe can provide the classification 
results in real-time. 

To provide an in-depth analysis of the proposed 
mechanism for classifying malicious URLs, we 
compare the highest performance of the ensemble 
learning algorithm for each NLP technique. The details 
are shown in Table 2. Several normal URLs are 
incorrectly classified as malicious URLs, so the 
precision of BoW + RF and TF-IDF + RF varies 
around approximately 0.92. Therefore, the 
performance of BoW + RF is nearly equal to               
TF-IDF + RF, achieving approximately 0.93 of          
F1-score. The number of URLs classified correctly and 
incorrectly for these two approaches is given in Fig. 6.  

Table 2. The highest performance of ensemble learning algorithm for each NLP technique. 

 

 
                       (a) BOW + RF                                                            (b)  TF-IDF + RF 

Fig. 6. Confusion matrix of the proposed ensemble learning algorithm for URL phishing detection 

URLs 
BOW + RF TF-IDF + RF Word2Vec + AdaBoost 

Precision Recall F1-score Precision Recall F1-score Precision Recall F1-score 

Normal 0.9209 0.9420 0.9313 0.9196 0.9432 0.9313 0.7653 0.9361 0.8422 

Unnormal 0.9405 0.9189 0.9296 0.9416 0.9173 0.9293 0.9180 0.7134 0.8029 
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3.4. Comparison with Other Call Blocking Apps 

It should be noted that VNeSafe is not the only 
application that has the ability to block spam calls. 
Truecaller, CallApp, and Whoscall are among the 
other applications available. Table 3 compares the 
various call blocking apps. As can be seen, VNeSafe 
has a distinct advantage because it employs ensemble 
learning techniques to detect malicious URLs. In 
practice, this functionality is critical as it assists users 
in avoiding phishing and drive-by-download attacks. 

4. Conclusions and Future work 

We present VNeSafe, a machine learning-
assisted system for detecting malicious URLs and 
blocking spam calls, in this paper. To detect spam 
phone numbers, VNeSafe relies on user feedback. It 
specifically counts the number of times a phone 
subscriber is reported as spam. When this number 
reaches a certain threshold, the phone number 
associated with it is added to the blacklist. 
Furthermore, VNeSafe used Random Forest to 
perform classification on URL-extracted features. The 
features are provided by the TF-IDF natural processing 
technique. Random Forest can provide real-time 
detection with an F1-score of 0.9298, according to 
experimental results. In the future, we plan to expand 
the functionalities of VNeSafe and release applications 
to the Google Play Store for users to use. 
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